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5, Best Populations and Tolerance Regions

The framework of a "best" population problem consists {usually)
of the following ingredients:

{1} there is a collection II = ('rrl, N 'n'k) of k populations or
processes, definedrover the same sample space %(‘9() ;

(2) the population ™ is diétribqted with probability density
function £(x iei), where Bi may be wvector-valued;

(3) interest focuses on a specific criterion hi = g(ei), where
the functional form of g is known -- for example, g(ei) might be the population
mean or the reciprocal of the variance of the 1th population, i =1,....k;

{4) we wish to find (select, pick, estimate, etc.) that popula-
tion which has the largest value amongst the hi’ i=1,...,k.

Using the above notation, we now can state the following

definition.

Definition 5.1. A collection of populations I = (nl, ey Trk)
contains a best population with respect to the criterion hi =
g(ei) if and only if there exists an ordering of the hi such

that

(5.1)

h ... >h

(k] P[k-1)2 Plk-232 [

We then say that the population corresponding to h[k] is the

best population and we designate it by Tr[k]'
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where X is the sample mean computed from the best population, that is

P (CS) = Pr(x), > X - d))
o, , S (5. 5a)
= L {1112[ 1-Gx-d;; by ],02)]}dG(§: by o)

to_ _1
where G(t;p,0?) = f Nn (2w ?) 2 exp {-n(x-u)?/20%} dx. Hence we have
-0

that

0 : a0 k
Scf . f exp{- 20.2[1 Z(X I-l[l])

-dl x—d1

Prcs) = (32502 [

(5. 5b)

+ (E"p.[l])_z]-'} dEz .. d¥_dX.

f =x - i = =X -

that
AL S L S SR S SR (&9
where
Hdl(rl,...,rk_l)-(m) {of f
tl—d1+-r1 tl_d1+Tk—1
K {5. 6a)

n
- z Z LI I
exp{ ) A ti '} clt2 dtk dtl

An examination of Hd shows it is a monotone decreasing function in

l
its arguments. Further, if we fix p.[l], and recalling (5. 4), we note that
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where d3 is a constant satisfying

o0

P = [ [1-T{-~Nn d3)]k-l d T(t), (5.10)
-0
where T(t) is the cumulative distribution function of a Student~t variabl_e
with k{n-1) degrees of freedom. Table 5.2 gives some values of d3

for selected P* and n, with k = 2, 3 and 4.

Case N ,: p's known, with w =1 1=l ..., k; ¢#s unknown and variable.
This case splits itself into two cases.
l. yu>a. Consulting (5.3), the conditions defining this case imply (see 5. 3)
that we are looking for that population with the largest of the cri.
The 'parameter-free at level P* procedure is as follows:

Procedure N4 1: Retain ™ in the subset if

P2 ] 2
Vit2dy ) Vi

- —l £ - 2 - 1 Z _ k 12
Where Vi =n j:l (Xij P-) ) i - l, LI ) k; V(k) - T=al}{ Vi y a.nd d4, 1
satisfies
- k-1
P* = - 5,11
JoIPw/d, DT dF () (5.11)

0



where Fn(u) is the cumulative distribution function of a Chi-Square

variable with n degrees of freedom.

2. p <a. Forthis case, we are looking for that population with
the least value of the cri. As is intuitively expected, the following pro-

cedure is parameter-free at level P* for this situation.

Procedure N4 : Retain m in the subset if

L 2

12 2
Vit dy 2V

where the V'iz's are defined as in Procedure N and where d4

4,1 ,2
satisfies
* = - -
P {) [1 Fn(v/d4’2)] d F_(v) (5.12)

where Fn(v) is as defined in Procedure 1\14 y

We tabulate some values of d4 1 and d4 2 in Table 5. 3 for

selected P* and n, with k = 2, 3 and 4,

Case NS: p's known, variable; ¢'s unknown and variable,
Bearing in mind the condition that defines Case N5
and that we seek to find that population with least value of (pi—a)/cri,

we see immediately that Case NS 8plits into the following three cases.

137



6EBG” LZ99° £80L"° Z06L" 865" $789° 00EL" LA N 6529° 48TL" TeLL® GELS” 00T
£GLS" 9659° ozZoL® SSBL” T065° LhL9” OhZL® zets” 28T9" £ZTL" 6L9L° H0L8" G6
999g" 08h9" 2569° £08L* ST8G* $£99° 9LTL"® 9808 " 0019 LSOL"® rA T TL98"® 06
ZLSS" 66£9"° 6.89° 8nLL"® €ZLG" 9659° LOTL" 9g08 " ZT09° 5869° £9GL" 6£98" 58
TLhG® TT€9° T089" L89L" hZ9S* ZT59* ZeoL” Z86L" LT6S" L069 " B6HL"® $668° 08
z9es” 9129 $T9L” ZZaL" LT8G 0ZH9" 1569° hZ6L" n18%" £289° LZhL® z568° SL
GTAN ETTI9" zZ99’ 08GL" TOHS® 0ZE9" £999° 0984 TOLS” TEL9” 6hEL" 50s8" 0L
gTIS" 666G"* 65T59" TLnL® SL28* 1T29° 99£9° 88LL® 0865 " 0£99° £9ZL"® £SH8 " 59
SLeh" §LBS" 90h9 " £8EL" 9¢TS" 0609°* 8599° OTLL® 9ths BTS9" LoTL" G6€8" 09
SI6h® 128G 8S€9*" GhEL® LLOG"® 8€09* 199" GL9L° B8ES" 69h9° YA 69€8 " 8§
zs8h” §9.5° LOE9" soeL” STOS* #866° £969° 0heL’ 8zes” 6Th9" €80L" EhEB* 9§
LBLN" LOLS® £gz9” HozZL" os6n” LZBS* AN Zo9L’ 59Z5" 99£9 " 8E0L" STE8" hs
6TLH" Shog* 86T9" 0ZeL" £88h" L986" 659" Z9sL" 00ZS* 0T€9" 0669° 5828" (A
ghoh* T1866"* 6ET9" heTL” Z18h" 5086° Zon9* TeSL” TETS® 2629° oh69* LA 0%
£LSH" hTGG" LLOY" STTL® 8ELh” BELS® £he9”® LLuL” 6506" 619" L889° 1228 8h
gehh” EhhG* ZT09" hLoL® 0994" 0L9S° 1829° ogHL* £864" 9zT9" 1£89° 38T8" 9n
ZThh* 89€5° nh6S * 6TOL" 6LGh" LBGS” 6129° 08¢€L" €06H"° L509° ZLLY" 6nT8 " hh
3zZehn" 6826 ° TL8S” T969" £6hh* FAN GhT9® 8ZEL" 6Tan" G865° 60L9" 6018° ch
segh” S0ZS* h6Ls” 0069° ZOohh" BEHS" TL09° TLIL: 0cLh’ L0BS" Zh99* L908" Ot
8ETh® gTTS " TTLS” HE89 " 90¢h" TGES”® 666" AT AN SE9h* GZ8s" 0459° TZ08"* 8¢
9g0h " ZZos* hZ95 " £9L9* S0Zh* 8GZS" L06S" LATL® gESH” LELS® £6hH9* ZLeL® 9€
LZ6E" TZ6h* 0€5s” L899° 9604 " 6GSTG" LT8G" BLOL" 8Zhh”* £h96" TThe" 6T6L" he
AL-1N AL 6Zhs " 5099° T86€" £605" 6TLS” £00L" IcH® Zhss:e zZzeo* T98L® 4>
889¢ * 969h* 0ZES* 9159’ A I 8E64"° £T9S" 1269 T6TH* Zens 5229° B6LL" o€
9G6e " 0LGh" AV AN 0Zh9" §ZLE" HI8H" 66HS " ZE89” 6504° £TeS” 61T9"* 6ZLL" 82
£ThE* hEhh* hL0s” £T€9" 41 6L94" hLES® £ELY" 9T6¢e " £8TG" £008"* £69L” 92
65ZE" 58Zh" £E6h" 96T9" LZhe® Zesh" I AN G6Z99" T9LE" ThOS® 9L85" g9sL" he
zZ60€ " AL 8LLN" 5909° gsze” 0LEH® #80S " H069" T66¢" £88h" hELS® ZLnl® <e
608" Zhee " G094 " 616G " £LOE" 06TH" ST6h” L9ES"’ hOhE " 8oLn"® GLSS” h9eL” 0c
80LZ* Thie”® TThh” €SLG° oL8z* 686¢€" hZin® 129" L6TE" 0TGH" hBES " 6ETL® 8T
98hHz " h1GE" T6Th® z955" TheZ" Z9LE" 906h" Ze09" 9962" S82Zh* 98T16* H60L * 9T
8ezz” LSTE" 6EBE* ohes * 16€2" £0s¢* ggzh® TZ8S " hoLZ* 9zZ0h"* Sheh” 269" hT
096T"* T962Z" Hhog " HL0S* S0TZ" zZoze* 096€° 896S* LOhZ* zZLe” LS9h" T1L9° At
#haT " AL A £62¢" 0GLw" BLLT"® 9hBT " 509¢" 9626 "° z90Z" 8GEE” GOEh” 9hhg* 0T
h8ZT* G6TC* 2982" OhER" EOHT" 9The* 99Tg" 584" 659T" 6062 " z98e "’ 6609" 8
£480° £89T" GIET" Z6LE" 6960° T88T"* 109" £TEh" 81T heee” weee” T195° 9
azZho" THOT® 98ST" L66Z" G8h0° 611" 0£8T1" §06e" 9Z90° G95T* SENT " Sheh" ]
6500° £820° L850" £99T" L900" LhED® €zLo” 8L0Z" ToTO" 9250 " Tt gcee” <
B85 " G5* 06°* SL* 66 ° G6" 06° sL° 66" S6°* 06° SL” 3
*\J
X 3 bl
- d I9A9T 3B 22JdF asiamedaed T :z ANPII. m 3l 9yBW ©] papasu a.:v lUplsSuoD 9yl 3O sanTep m

¥

£'G aTqRL



2. All p.i known and less than a. For this case, we wish to

select the population having least value of cri/(a - p.i). We use, then,

the following parameter-free procedure at level P*.

Procedure N5 2: Retain population m in the subset if

Q2< d

2
i 52 {l)

2 -
where Q1 are defined above and d5, 5 = d4’ 5

3. Al I known, with p.[l] < ,..[2] <ees < p.[kl__l] < [kl]<a,

1 <k, Here, the properties

and a < Ceve € , where 1l <k
S 1 950 K Y

of the normal distribution come into play and we note that as p de-

creases, the coverage of the interval ('-°°,a) increases. Hence we

may eliminate from consideration the k « k., populations which have

1 .



means greater than a, and then apply procedure N5 2 for k = kl'

Case N6: u's unknown, My = W i=1,...,k; ©¥s unknown and variable.

In this situation we are faced with the unpleasant fact
that, not only do we not know the common value . of the by but we
do not know whether p is greater or smaller than the known number a,
Since we wish to find the population with least value of (o - a)/tri,
i=1,...,k (see (5. 3)), this means that we do not know whether the
best population is the one with the largest O‘i (as is thg case if p > a}
or the one with the smallest O'i (as is the case if p <a). We do assume,

however, that there exists an ordering of the cri such that

o < (5.13)

{1y %2y = = -1y < k)

Further, we may gain information as to whether i 1s less or greater than

a by using the combined estimator -}_( of p, where

— n¥X +...+n ')Ek k
= = E
X e K i1 Xi . (5.14)
where Xi =n jzzl Xij' Denoting the usual unbiased estimator of cri2

- n _—
by Viz, that is \Ii2 = (n-1) L jZEl (xij - Xi)z, we now state the following

procedure which is parameter-free at level P*,

140
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Procedure N6

: Compute the estimator X of p given by (5.14)

(1) If }_{ > a, then retain m in the subset if

2 2
Vit2 dg 1 Vi

~

where V,, %=

2
() finf}fi Vi , and where d6_,1 is given by

d6, 1(n) = d4, 1(n—l)

{5.15)

>
for n = 2.
(2} If X <a, then retain “i in the subset if

2 2
Vit dg 2V
where V,, %= mlin V 2, and where d is given b
(m T e 6,2 59 Y
d6, z(n)' = d4’ 2(n—l) (5.16)

for n> 2.

That this procedure is indeed parameter-free at level P* is
shown in Guttman (1968).

We now turn to the case where sampling is from exponential
distributionss that is, we consider a collection I of k populations

which is such that the probability density function of the 1

w, is

h population
i
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-1 ‘
o, exp {~(x p.i)/‘ri} x> p, o >0 |
fx] o) = (5.17)

0 otherwise,

i=1l,...,k. Assuming that the set of interest is again of the form

1]

A =(-=, a], where "a" is a known constant, and that there exists a
'best' population in the sense of Definition 5.1 with criterion function
defined by (5.2) and (5.17), then the problem of finding selection proce-
dures for making a "correct selection" splits itself into several cases.
It is to be noted that the best population is that population having
largest value among the k wvalues of (a - p,i)/ﬂ'i. Guttman (1961) has

shown that the procedures listed below for the various cases are parameter-

free at level P,

Case E1: p's known, =W =l k, cri's unknown and variable.

If the known value of p is such that p >a, the exponen-

tial density defined by (5.17) gives zero coverage to [-©, a}. This
means that there would not be a best population in our collection II,

contrary to assumption,so that we assume that p < a. Under this

assumption and the condition that defines case El’ we see that the best

population is that which has least value of the 0'1', that is, there is an

ordering of the ¢, such that

i

"3z S S0 kT (5.18)



Now let k independent samples, each consisting of n independent

observations, say xij’ i=lL...,n,i=1,...,k, be taken. Let Yij =

Xij - p. The following procedure is parameter-free at level P,

Procedure E.: Retain 1, in the subset if

1 i
Yi < fl Y(l)
— -1 n —_— k
where Y, =n ZY .,Y...=minY and f is a constant chosen to
i j=1 47 Q) 4y i 1

make Pr(CS) > P*, and satisfies the equation fl(n) = d4 (2n), where

, 2
d4 2(Zn) is defined in (5.12).

Case E_: p's unknown and variable; o

2 i

We assume that there is one My such that B < a.

n

Let U, = min X ,, and further let U
i =1 i (1)

i=1,...,k. The best population in our collection is the one with the

be the minimum of the Ui'

least by o The following procedure is parameter-iree at level P¥*.

Procedure EZ: Retain LA in the subset if

where fZ is a constant chosen to make the Pr(CS) > P* and satisfies

1f2 = (o log k P*)/n(k~-1) (5.19)

=0, i=1,...,k and known.
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Case E3: w' s unknown, variable; (ri's known, variable.

If we let 6i = {p, ~ a)/cri, then we may assume that there'
1 .

is an ordering of the ﬁi into
o) <b <6 . <... <0 . .5.20
(1171215 p1= " ="k (5.20)

and the best population is now the one having as its value of 6, the

n
value 08, .. Denote min X., by U, andlet Z = {U, -a)/o.. The
[1] j=p U i i i i

following procedure is parameter-free at level P*.

Procedure E3: Retain ™ if

Zi < Z(l) + f3'

k :
where Z(l) = r.ni? 2 and f3 is a constant chosen to make Pr{(CS} > P*
i=

and satisfies the equation

f3 = f3(n; k, P¥) = fz(n; k, P¥; 0 = 1) (5.21)

where fZ is defined in {5.19).

Case E4: p's known and variable; ¢'s unknown and variable.
Since we wish to find the population with least value of

(w, - a)/tri, the condition defining case E , leads us into the following

4

cases.

144
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1. All B known and less than a. Suppose we order the obser~

vations Xi‘ taken from the population ™ into (X ), where

1) Nin)

Xi(l) <X“2) <. "<Xi(n) {5.22)
-1 B .
i=1,...,K. i . = (n- Z XX ...} .=
where i =1, k. Define S1 (n-1) j=2(X1(j) X1(1)) and Z1

Si/(a - p.i). It is easy to see that we seek the population with least
value of T = cri/(a - p.i), and we assume that there is a best popula-

tion, that is there is an ordering of the +, such that

i
< <oee € (5.23)
1) = T21= = k]
The following procedure is parameter-free at level P¥*,
Procedure E, ,: Retain = if
4,1 i
22ty 2
where f4 is such that Pr(CS)_>_ P* and satisfies
f4,l(n) = d4, ,(2n-2) (5.24)

for n>2,3,... .

2. All By known with p[l] ... % p[kl_l] < p_[kl] < a, and

s . e an exponential
a < M[le] < < M k] where 1 <kl <k. Because an exp



density of the type defined by (5.17) gives zero coverage to the interval
(~*, a] if p > a, we may disregard the k - kl populations
for which p,i > a and apply procedure E4 1 with the k of that

procedure put equal to kl.

3. All My known with M >a,i=1,...,k. Forreasons just

cited we may disregard this case entirely.

Case ES: u's unknown and variable; ¢, unknown, T=0 i=l,..., k.
1

This case requires the use of a pooled estimator of o,

the common value of Ui. Accordingly, define

{n-1) Sl + ... + (n-1) Sk 1 k
= == 2 .
5 k (n-1) k 12154 (5.25)
n
where the Si are defined immediately after (5.22). Let Xi(” = minXij,
k j=1
i=zl,...,k and V., = nX ,., with V, = min V,. We again wish to
17 m =9 g

find the population with least value of (p,i - a)/cri = - a)/o, that is,
the population with the least value of Oy where we tacitly assume
that there is at least one b < a. The following procedure is parameter-

free at level P,

Procedure E5. Retain cA if

Vi <V(1) +f58
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where f5 is such that the Pr(CS8) > P* and satisfies

pr = [ 1[0+ wi/kta-n] <E VO (14w
0

(5.26)

Table 5.4 gives values of f_ for selected n> 2, P¥ = .75, .90, .95

5
and .99 and k =2, 3 and 4. Details of proofs that pfocedures El--]E:5
are parameter-free at level P* may be found in Guttman (1961).

We will return to best population problems in the next part of

this monograph, namely, when we discuss the Bayesian approach to

best population 'problems.

}du.
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