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Abstract. It is shown that the polynomial basis provided on a knot interval by the kth order

B-splines which do not vanish on that interval is well conditioned up to a scaling exactly to the extent

that at least k − 1 of the knots stay finite relative to the length of that knot interval.
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Let t :=
(
ti

)
be a knot sequence for kth order splines, i.e., a nondecreasing

sequence with ti < ti+k, all i. Assume without loss that the interval

I := [tk, tk+1]

is proper. Then it is well known that exactly k B-splines of order k for this knot
sequence t have some support in I, viz., the B-splines Nj,k,t, j = 1, . . . , k. Further,
with vj the polynomial of degree < k which agrees on I with Nj,k,t, the sequence

(
vj

)k
1

forms a basis for the space IPk of all polynomials of degree < k. But the condition of
this basis, with respect to the norm

‖f‖ := max
t∈I

|f(t)|,

depends strongly on t. In particular, it can become arbitrarily large if I becomes small
in comparison to some of its neighboring knot intervals.

In this context, B. Swartz [S] raises the following question: Is it possible to so scale
this basis that its condition with respect to the max-norm on I is bounded independently
of t ? Precisely, can one find diagonal matrices Ft and Et so that the matrix

A := Ft(Di−1Nj(τ ))Et

(with τ some point inside I) has a condition number bounded independently of t ?
Swartz answers this question in the affirmative in case k = 3, and for arbitrary k
in case all the knots in t have at least multiplicity k/2, but offers no opinion in the
contrary case. It is the purpose of this note to show that these are essentially the only
cases in which an affirmative answer is possible.

In terms of the linear map

V : IRk → IPk ⊆ C(I) : a 7→
k∑

j=1

vja(j),

the matrix A has the form
A = Ft∆V Et,

with
∆ : IPk → IRk : p 7→ (

Di−1p(τ )
)k
1
.
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We may assume that I = [−1, 1] since we can always arrange that by an ap-
propriate shifting and scaling of t, and the only effect this has on A is to change ∆
to

diagd1, 2/∆tk, . . . , (2/∆tk)k−1c ∆,

a change that can be incorporated into Ft. After such a normalization, we may as
well choose Ft = 1. In other words, Swartz’ question has an affirmative answer iff Et

can be so chosen that V Et is bounded and boundedly invertible uniformly in t. For,
the condition of A is unchanged by multiplication by a scalar, hence we may assume
that A is bounded, specifically that ‖Ft‖ = ‖V Et‖ = 1 (after dividing Ft by ‖Ft‖ and
Et by ‖V Et‖). But then

‖Ax‖ ≤ ‖∆‖‖V Etx‖,
i.e., a lower bound on A provides a lower bound on V Et, while the converse holds
with the simple choice Ft = 1 since ∆ is a fixed invertible map.

A direct attack on the vi’s with the hope of somehow describing precisely the
behavior of ‖vi‖ as a function of t leads to seemingly difficult details, but the following
end-run seems easy.

Consider instead the inverse of V . It has the same condition as V and, by [BF],
is known to have the form

Λ : IPk → IRk : p 7→ (
λψi

p
)k
1

with
λψp :=

∑

j<k

(−D)k−1−jψ(τ ) Djp(τ )

and
ψi := (ti+1 − ·) · · · (ti+k−1 − ·)/(k − 1)!.

In other words,
V −1 = Λ = (∆̂Ψ)′∆ = Ψ′∆̂′∆,

with
Ψ : IRk → IPk : a 7→

∑

j

ψja(j),

and
∆̂ : IPk → IRk : p 7→ (

(−D)k−jp(τ )
)k
1
.

Hence, ∆ and ∆̂ being fixed, Swartz’ question has a positive answer if and only if it
is possible to construct the diagonal matrix Et so that

ΨE−1
t

is bounded above and below uniformly in t. Further, if there is such a matrix

Et =: diagde11, . . . , ekkc,

then the norm of the resulting scaled polynomials

ψ̃j := ψj/ejj , j = 1, . . . , k,

must be bounded and bounded away from 0 uniformly in t, i.e., we must have

(1) inf
t

min
j

‖ψ̃j‖ > 0, sup
t

max
j

‖ψ̃j‖ <∞.
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For, with the max-norm on IRk and

ΨE−1
t =: Ψ̃ : a 7→

∑

j

ψ̃ja(j),

we have
max
j

‖ψ̃j‖ ≤ ‖Ψ̃‖ ≤
∑

j

‖ψ̃j‖;

hence Ψ̃ is bounded uniformly in t iff maxj ‖ψ̃‖ is. Also,

‖Ψ̃−1‖ ≥ max
j

1/‖ψ̃j‖;

hence Ψ̃ is bounded below uniformly in t only if minj ‖ψ̃j‖ is.
On the other hand, there is essentially only one scaling that achieves (1), i.e., if

also
inf
t

min
j

‖ψj/ẽjj‖ > 0, sup
t

max
j

‖ψj/ẽjj‖ <∞,

then |ejj/ẽjj | is bounded and bounded below uniformly in t. Since

1 ≤ ‖
j+k−1∏

i=j+1

ti − ·
ti − τ

‖ ≤ (2/(1 − |τ |))k−1,

we conclude that the answer to Swartz’ question is positive iff

ΨE−1
t := Ψ̂ : a 7→

∑

j

ψ̂ja(j)

is bounded below uniformly in t, with

f̂ := f/f(τ ),

i.e.,

ψ̂j := ψj/ψj(τ ) =
j+k−1∏

r=j+1

tr − ·
tr − τ

.

Note that ψ̂j depends continuously on t and converges to

∏

max{j,m}<r<min{j+k,n}

tr − ·
tr − τ

=: ψ̂max{j,m},min{j+k,n}

as tm → −∞ and tn → ∞. Consequently, Ψ̂ is bounded below uniformly in t provided
it is invertible for every t including those with some knots infinite. To look into this
invertibility, consider the situation that

−∞ = tm < tm+1 ≤ −1 = tk, tk+1 = 1 ≤ tn−1 < tn = ∞.

Then we have to show that the polynomials

(2) ψmax{i,m},min{i+k,n}, i = 1, . . . , k
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are linearly independent. Since there are k polynomials, all of degree < k, this is
equivalent to having them be spanning for IPk. Hence a necessary condition is that
the sequence (2) contain a polynomial of degree k−1. This condition is also sufficient,
as can be seen as follows: Let t̃ = (t̃i) be a finite knot sequence with t̃j = tj for
m < j < n but which is otherwise strictly increasing, and let ψ̃i,j :=

∏
i<r<j(t̃r − ·)

be the corresponding polynomials. Then (2) coincides with the sequence

(2)′ ψ̃max{i,m},min{i+k,n}, i = 1, . . . , k.

On the other hand, if one of these is of exact degree k− 1, i.e., if n−m ≥ k, then the
identity

ψ̃i,j − ψ̃i−1,j−1 = (t̃j−1 − t̃i)ψ̃i,j−1

(applied for i ≤ m, j > k; or i ≤ k, j > n; and j − i ≤ k) shows that this sequence
contains in its span the polynomials

ψ̃j = ψ̃j,j+k, j = 1, . . . , k,

hence must span IPk since the latter are linearly independent, e.g., by the invertibility
of Λ.

The condition n −m ≥ k can be guaranteed for k ≤ 3 and also when each knot
has multiplicity ≥ (k − 1)/2, and in any other case in which the assumptions on t
guarantee that at least k − 1 knots stay finite, but in no other case.

I am indebted to Blair Swartz for various constructive comments and for the
formulation of the following proposition which summarizes the result of this note in
terms of an appropriate mesh-ratio.

Proposition. Let T be a collection of knot sequences t appropriate to B-splines

of order k > 1 on [0, 1]; that is to say, each t =: (ti)
N(t)+k−1
i=−k+1 is a monotone nonde-

creasing sequence to [0, 1] satisfying ti < ti+k . Then, the local B-spline basis for each
nontrivial local polynomial space IPk[ti−1, ti], 1 ≤ i ≤ N(t), can be locally scaled so
that the change of basis to a locally scaled local monomial basis is uniformly bounded
and boundedly invertible if and only if the “kth-order knot-interval ratio”

Rt,k := max
1≤i≤N(t)

min
0≤j<k

(ti+j−1 − ti+j−k+1)/(ti − ti−1)

is uniformly bounded on T .
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